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The Rydberg constant and proton size
from atomic hydrogen
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At the core of the “proton radius puzzle” is a four–standard deviation discrepancy between
the proton root-mean-square charge radii (rp) determined from the regular hydrogen (H)
and the muonic hydrogen (µp) atoms. Using a cryogenic beam of H atoms, we measured
the 2S-4P transition frequency in H, yielding the values of the Rydberg constant R1 =
10973731.568076(96) per meter and rp = 0.8335(95) femtometer. Our rp value is 3.3
combined standard deviations smaller than the previous H world data, but in good
agreement with the µp value.We motivate an asymmetric fit function, which eliminates line
shifts from quantum interference of neighboring atomic resonances.

T
he study of the hydrogen atom (H) has
been at the heart of the development of
modern physics. Precision laser spectros-
copy of H is used today to determine fun-
damental physical constants such as the

Rydberg constant R1 and the proton charge ra-
dius rp, defined as the root mean square (RMS)
of its charge distribution. Owing to the simplicity
of H, theoretical calculations can be carried out
with astonishing accuracy, reaching precision
up to the 12th decimal place. At the same time,
high-resolution laser spectroscopy experiments
deliver measurements with even higher accu-
racy, reaching up to the 15th decimal place in the
caseof the 1S-2S transition (1,2), the most precisely
determined transition frequency in H.
The energy levels in H can be expressed as
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where n, l, and j are the principal, orbital, and
total angular momentum quantum numbers, re-
spectively. The first termdescribes the gross struc-
ture of H as a function of n and was first observed
in the visible H spectrum and explained empir-
ically by Rydberg. Later, the Bohrmodel, in which
the electron is orbiting a pointlike and, in sim-
plest approximation, infinitely heavy proton, pro-
vided a deeper theoretical understanding.

The Rydberg constant R1 =mea
2c/2h links the

natural energy scale of atomic systems and the SI
unit system. It connects the mass of the electron
me, the fine structure constant a, Planck’s con-
stant h, and the speed of light in vacuum c.
Precision spectroscopy of H has been used to
determine R1 by means of Eq. 1 with a relative
uncertainty of 6 parts in 1012, making it one of the
most precisely determined constants of nature to
date and a cornerstone in the global adjustment
of fundamental constants (3).
The second term in Eq. 1, fnljða; me

mp
;…Þ ¼

X20a2 þ X30a3 þ X31a3lnðaÞ þ X40a4 þ …, ac-
counts for relativistic corrections, contributions
coming from the interactions of the bound-state
system with the quantum electrodynamics (QED)
vacuum fields, and other corrections calculated
in the framework of QED (3). The electron-to-
proton mass ratio me/mp enters the coefficients
X20, X30, … through recoil corrections caused by
the finite proton mass.
The last term in Eq. 1 with coefficient CNS is

the leading-order correction originating from the
finite charge radius of the proton, rp (3). It only
affects atomic S states (with l = 0) for which the
electron’s wave function is nonzero at the origin.
Higher-order nuclear charge distribution contri-
butions are included in fnljða; me

mp
;…Þ.

The proton radius puzzle

The proton charge radius rp has been under de-
bate for some time now because the very accu-
rate value from laser spectroscopy of the exotic
muonic hydrogen atom (µp) (4, 5) yielded a value
that is 4%, corresponding to 5.6s, smaller than
the CODATA 2014 value of rp (3) [see (6–8) for
reviews on this issue]. The CODATA value is ob-
tained from a combination of 24 transition fre-
quency measurements in H and deuterium and
several results from elastic electron scattering
(9–11). The accuracy of the µp result is enabled
by the fact that the muon’s orbit is ~200 times

smaller than the electron’s orbit in H, resulting
in a seven orders of magnitude larger influence
of rp on the energy levels.
Here we study the spectroscopic part of the

discrepancy, in particular the 4s discrepancy be-
tween the µp value and the global average of all
transitions measured in H (12) (H world data,
Fig. 1). Recently, a similar discrepancy has arisen
for the deuteron radius with a new result from
laser spectroscopy of muonic deuterium (13).
ConsideringEq. 1 and the fact that fnljða; me

mp
;…Þ

is known with sufficiently high accuracy, one
finds a very strong correlation between R∞ and
rp. CODATA quotes a correlation coefficient of
0.9891. Equation 1 involves two parameters, R∞

and rp, which need to be determined simulta-
neously from a combination of at least two mea-
surements in H. The 1S-2S transition frequency
serves as a cornerstone in this procedure. Owing
to its small natural line width of only 1.3 Hz, ex-
perimental determinations are one thousand
times more accurate than for any other transi-
tion frequency in H, where typical line widths
amount to 1 MHz or more.
Examining previous determinations of the

value pairs [R∞, rp] from H (Fig. 1, bottom), one
notes that many of the individual measure-
ments are in fact not in disagreement with the
µp value. The discrepancy of 4s appears when
averaging all H values (µp versus H world data;
Fig. 1, top).

Principle of the measurement

Here we report on a measurement of the 2S-4P
transition in H (Fig. 2A), yielding [R∞, rp] with
an uncertainty comparable to the aggregate H
world data and significantly smaller than the
proton radius discrepancy, which corresponds to
8.9 kHz in terms of the 2S-4P transition frequen-
cy. This uncertainty requires a determination
of the resonance frequency to almost one part
in 10,000 of the observed line width of 20 MHz
(Fig. 2B).
The previous most accurate measurements

[see, e.g., (14–16) and references therein] were
limited by the electron-impact excitation used
to produce atoms in themetastable 2S state. This
excitation results in hot atoms with mean ther-
mal velocities of 3000 m/s or more and an un-
controlled mixture of population in the four 2S
Zeeman sublevels. In turn, this typically leads to
corrections on the order of tens of kilohertz be-
cause of effects such as the second-order Doppler
and ac-Stark shifts or the excitation of multiple
unresolved hyperfine components.
Our measurement is essentially unaffected by

these systematic effects (17) because we use the
Garching 1S-2S apparatus (1, 2) (Fig. 3) as a well-
controlled cryogenic source of 5.8-K cold 2S atoms.
Here, Doppler-free two-photon excitation is used
to almost exclusively populate the 2SF¼0

1=2 Zeeman
sublevel without imparting additional momen-
tum on the atoms.
The remaining main systematic effects in our

experiment are the first-order Doppler shift and
apparent line shifts caused by quantum interfer-
ence of neighboring atomic resonances, both of
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which are suppressed by using methods spe-
cifically developed for this measurement and de-
tailed below.

Quantum interference

Line shape distortions caused by quantum inter-
ference from distant neighboring atomic reso-
nances have recently come into the focus of the
precision spectroscopy community (18). To the
best of our knowledge, this effect has been con-
sidered in the analysis of only one of the previous
H experiments andwas found to be unimportant
for that particular experimental scheme (19). The
effect was found to be responsible for discrep-

ancies in the value of the fine structure constant
a extracted from various precision spectroscopy
experiments in helium (20, 21). The root of the
matter is that natural line shapes of atomic reso-
nances may experience deviations from a perfect
Lorentzian when off-resonant transitions are
present. One common way of dealing with these
effects has been to perform sophisticated nu-
merical simulations to correct the experimental
results (18, 20, 22–26). These simulations re-
quire a highly accurate characterization of the
experimental geometry if the line center needs
to be determined with high accuracy relative to
the line width, as is the case in this measure-

ment. Here we remove this necessity and a
source of potential inaccuracies by a suitable
line shape model to compensate for the line
shape distortions.

Two driven oscillators

Within the framework of perturbation theory,
the induced dipole moment D

→ðwÞ of an atom
driven by a laser field E

→
at frequency w is given

by the Kramers-Heisenberg formula (27–29). For
two resonances at w0 and w0 + D with identical
damping constants G, the resulting dipole mo-
ment is given by

D
→ðwÞº D

→

0

ðw0 � wÞ þ iG=2

þ D
→

1

ðw0 þ D� wÞ þ iG=2
ð2Þ

It is analogous to two coherently driven resonat-
ing classical dipoles D

→

0 and D
→

1. In the quantum
description, each of these dipoles is constructed
through an absorbing and an emitting dipole,
connecting the initial state ( jii ) with the final
state (j f i) via the excited states (jei; je′i) (see Fig.
2A). With the atomic dipole matrix elements djk
with j; k∈ i; e; e′; f , the contributing dipole mo-
ments are given by D

→

0ºðE→ � d→ieÞd
→

ef and D
→

1º
ðE→ � d→ie′ Þd

→

e′ f . The induced dipoleD
→ðwÞgenerates a

fieldºðr→ � D
→ðwÞÞ � r

→
=jr→3j at position r

→
whose

power spectrum Pðw; r→Þ is proportional to the
square modulus of D

→ðwÞ. It consists of two real
valued Lorentzians and a non-Lorentzian cross
term. The latter depends not only on the relative
orientation of D

→

0 and D
→

1 but also on the direction
of the emitted radiation relative to the orienta-
tion of the dipoles. Because the orientation of the
dipoles is itself a function of the laser polariza-
tion, i.e., the orientation of E

→
, the observed cross

term will effectively depend on the orientation of
the laser polarization relative to detection direc-
tion. If the detection is not pointlike, as is the case
in our measurement, which is designed for an
as-large-as-possible collection efficiency, the
exact detection geometry will enter in the ob-
served cross term. The relative strength of the
cross term tends to decrease with increasing
detection solid angle, with the cross term com-
pletely disappearing for detection of all radiation
emitted, i.e., in a 4p solid angle.
For a sufficiently large separation of the two

resonances (G/D << 1), the second resonance at
w0 + D can be treated as a perturbation to the
resonance at w0 and the full line shape Pðw; r→Þ
can be expanded around the resonance atw0 (28)

Pðw; r→Þ≈ C

ðw� w0Þ2 þ ðG=2Þ2 þ aðw� w0Þ

þ bðw� w0Þ
ðw� w0Þ2 þ ðG=2Þ2 ð3Þ

The first term represents the Lorentzian line
shape with amplitude C of the isolated, unper-
turbed resonance at w0, whereas the other two
terms denote perturbations caused by the pres-
ence of the second resonance. The second term,
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Fig. 1. Rydberg constant R1 and proton RMS charge radius rp. Values of rp derived from this
work (green diamond)and spectroscopyof mp (mp; pink bar and violet square) agree.We find a discrepancy
of 3.3 and 3.7 combined standard deviations with respect to the H spectroscopy world data (12) (blue bar
and blue triangle) and the CODATA 2014 global adjustment of fundamental constants (3) (gray hexagon),
respectively. The H world data consist of 15 individual measurements (black circles, optical measure-
ments; black squares, microwave measurements). In addition to H data, the CODATA adjustment
includes deuterium data (nine measurements) and elastic electron scattering data. An almost identical
plot arises when showing R1 instead of rp because of the strong correlation of these two parameters.
This is indicated by the R1 axis shown at the bottom.
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linear in w and of amplitude a, accounts for the
resonance of interest sitting on the far-reaching
Lorentzian tail of the perturbing resonance. The
dispersive-shaped third term stems from the non-
Lorentzian cross term and accounts for the quan-
tum interference between the resonances, with
the dependence of the cross term on the detec-
tion geometry now absorbed in the amplitude b.
For a typical fluorescence-detection geometry,
the line shifts caused by the coherent third
termmay be much larger than the ones caused
by the incoherent second term.
The emergence of asymmetric line shapes be-

cause of interference between a resonant and a
nonresonant process is perhaps best known
from Fano resonances (30), where a background
and a resonant scattering process interfere. It
should not then be surprising that Eq. 3 is very
similar to the line shape of Fano resonances.
Neglecting the influence of the perturbing

resonance and thus the quantum interference
between the resonances, e.g., by a fit of the spec-
trum Pðw; r→Þ with a single Lorentzian, leads to
apparent shifts of the determined line center of
approximately (28)

Dw ¼ bG2

4C
þ aG4

8C
≈� D

→

0 � D
→

1

2D2
0

G2

D

þ O G4

D3

� �
ð4Þ

Typical values of G2/D are on the order of 10–2 G
for the transitions listed for H in Fig. 1. This is
one order of magnitude larger than the proton
radius discrepancy, which amounts to about 10–3

G or less for all individual 2S-nl measurements
in Fig. 1. However, these measurements do not
detect the emitted radiation (but rather the
surviving 2S population), which diminishes the
effect of quantum interference drastically at
the cost of a reduced signal-to-noise ratio. The
second term in Eq. 4, which stems from the term
proportional to a in Eq. 3, is much smaller (on
the order of 10–6 G) and may be safely ignored at
this point. Importantly, the shift changes sign
when exchanging D

→

0 and D
→

1 and replacing D
with –D, i.e., the two resonances always shift in
opposite directions. Thus, by combining mea-
surements of both resonances with appropriate
weights, the shift may be drastically reduced or
even canceled, a fact we will make use of below.

Atomic line shape model

For the 2S-4P transition in H, the role of the
mutually perturbing resonances is played by the
two dipole-allowed transitions to the fine struc-
ture components of the excited state, 2S-4P1/2
and 2S-4P3/2 (Fig. 2). Somewhat analogous to
Young’s double-slit experiment, the atom can
coherently evolve from the initial 2S state, through
any of the two 4P fine structure components, be-
fore finally reaching the 1S ground state. Given
the separation between the two components, D =
106 × G, and the natural line width, G = 2p ×
12.9 MHz, Eq. 4 predicts apparent, geometry-
dependent line shifts of up to ~120 kHz. With
our large solid angle detectors, the maximum

shift is reduced to 45 kHz, corresponding to five
times the proton radius discrepancy.
One way to model this shift is to perform elab-

orate simulations of the entire experiment by
numerical integration of the optical Bloch equa-
tions (OBE), including all relevant intermediate
states and, importantly, the often-neglected cross-
damping terms between them leading to quan-
tum interference (18, 20, 22–26). The results of
this simulation then have to be evaluated for the
experimental geometry, a requirement that may
be difficult to meet with sufficient accuracy. For
the 2S→{4P1/2, 4P3/2}→1S excitation spectrum
considered here, this simulation consists of a
total number of 2707 coupled, complex-valued
ordinary differential equations. We have per-
formed such anOBE simulation of the experiment
using high-performance computation resources
provided by the Max Planck Computing and

Data Facility. By taking into account our exper-
imental geometry with a sophisticated model,
including particle tracing of the detected photo-
electrons, the simulation is able to explain the
measured data very well (see dashed line in Fig. 4,
A and B). However, it is challenging to reliably
estimate the uncertainty of the modeling of the
detection geometry that dominates the simula-
tion uncertainty.
Realizing that the natural line shape of the

2S→{4P1/2, 4P3/2}→1S excitation spectrum can
also be parametrized according to Eq. 3, a much
simpler data analysis is possible. This only re-
quires one additional free parameter, b/C, which
encodes the experimental geometry (we have
dropped the negligible term proportional to a).
For sufficiently low excitation rates such as in
this experiment, the influence of quantum inter-
ference will then lead to a nonzero b/C, but the
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Fig. 2. Hydro-
gen 2S-4P
spectroscopy.
(A) Relevant
energy levels
for hydrogen
2S-4P spec-
troscopy are
shown (not to
scale). The
atoms are
prepared in the

2SF¼0
1=2 meta-

stable state (ji〉)
by two-photon
excitation with
a preparation
laser at 243 nm.
The spectros-
copy laser at
486 nm drives
the one-photon
2S-4P1/2 and
2S-4P3/2 transi-
tions to the

4PF¼1
1=2 (je〉) and

4PF¼1
3=2 (je′〉)

states to deter-
mine the
transition fre-
quencies n1/2
and n3/2,
respectively.
These states
decay rapidly, predominantly to the 1S ground state (jf〉) either directly through Lyman-g fluorescence
at 97 nm (Ly-g, branching ratio 84%) or indirectly through the 3S, 3D, and 2P levels, yielding one
Lyman-a photon at 121 nm (Ly-a, branching ratio 4%). The remaining 12% of the decays lead back to
the 2S state through Balmer-b decay (Ba-b), with 4% decaying back to the initial 2SF¼0

1=2 state.
Excitations from the 2SF¼0

1=2 to the 4PF¼0
1=2 and 4PF¼2

3=2 levels are forbidden by angular momentum

conservation. (B) Typical experimental fluorescence signal from a single line scan over the 2S-4P1/2

(left) and 2S-4P3/2 (right) resonance (black diamonds). The observed line width (full width at half
maximum) of ~2p × 20 MHz is larger than the natural line width G = 2p × 12.9 MHz because of
Doppler and power broadening. The accuracy of our measurement corresponds to almost 1 part in
10,000 of the observed line width. The constant background counts are caused by the decay of 2S
atoms inside the detector (17). kcts, kilocounts.
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extracted line center w0 will not be shifted with
respect to its unperturbed value. In contrast to the
OBE simulation, the influence of the experimental
geometry can be precisely extracted from the
spectroscopy data, rather than required as an
external input.
To also take into accountGaussian broadening

mechanisms, such as the atomic beam diver-
gence in our experiment detailed below, the ex-
panded line shape (Eq. 3) is convolved with a
Gaussian of width GG (full width at half max-
imum). Again omitting the small linear term
proportional to a, this yields what we in the
following will refer to as Fano-Voigt line shape
(17, 31, 32)

FðwÞ ¼ AfRe½wðzÞ� þ 2hIm½wðzÞ�g ð5Þ
where w(z) denotes the Faddeeva function of
the argument z ¼ 2

ffiffiffiffiffiffiffi
ln2

p ½ðw� w0Þ þ iG=2�=GG.
Analogous to Eq. 3, the Fano-Voigt line shape
consists of a Voigt profile, corresponding to the
convolution of the Gaussian and the Lorentzian
profile, and a dispersive-shaped perturbation.
The asymmetry parameter h = bG/4C measures
the amplitude of this perturbation relative to the
observed line strength A and directly gives the
line shift, in units of the observed linewidth, that
is canceled by including the perturbation.
Additional line shifts caused by the interplay

of quantum interference with both the back de-
cay of the 4P state to the initial 2S state and the

depletion of this initial state are not fully ac-
counted for by the Fano-Voigt line shape but
could in principle be removed by using an even
more sophisticated line shape. However, those
additional shifts are considerably smaller and
less geometry-dependent than the shift removed
by the Fano-Voigt line shape. Thus, we apply
small model corrections to the data [1.3(2) kHz
for the most affected 2S-4P1/2 transition] deter-
mined by fitting the Fano-Voigt line shape to the
OBE simulations (17). Note that these additional
shifts also have opposite signs for the twomutually
perturbing resonances. Although the bulk of the
broadening caused by the atomic beam diver-
gence and saturation effects is well described
by the Fano-Voigt line shape, small deviations
symmetric about the line center remain. In com-
bination with an imperfectly symmetric experi-
mental sampling of the resonance about its center,
this can lead to a sampling bias in the deter-
mined line centers.We reduce this sampling bias
by selectively removing a small amount of exper-
imental points to enforce fair sampling (17). The
remaining sampling bias is estimated with a
Monte Carlo simulation using the experimen-
tal sampling and signal-to-noise ratio, leading
to a maximum correction of 0.8(0.7) kHz.

Experimental setup

To measure the 2S-4P transition frequency and
study the effect of quantum interference, we use

the dedicated setup depicted in Fig. 3 (33–35). A
cryogenic beam of H in the metastable 2S state
obtained from Doppler-free two-photon excitation
of the 1S-2S transition is crossed at right angles
with radiation from the spectroscopy laser at
486 nm, driving the 2S-4P transition. The hyper-
fine splitting in the 2S state is resolved in the 1S-2S
excitation, so that the atoms are almost exclusively
prepared in the 2SF¼0

1=2 sublevel. From this state,
only two dipole-allowed transitionsmay be driven
as depicted in Fig. 2, either to the 4PF¼1

1=2 state (2S-
4P1/2 transition) or to the 4PF¼1

3=2 state (2S-4P3/2
transition). The linear polarization of the spec-
troscopy laser is oriented at angle qL to the hori-
zontal and defined by a polarization-maintaining
(PM) fiber (intensity polarization extinction ratio
200:1). The polarization can be rotated about the
laser beam axis by either making use of the two
orthogonal PM axes of the fiber or rotating the
fiber itself.
To observe the effects of quantum interference

more clearly, we have split our large solid angle
detector by a vertical wall along the spectroscopy
laser beam, creating two detectors that observe
the fluorescence of the 4P state from different
directions, but with the same solid angle. The
Lyman-g extremeultraviolet photons emitted upon
this rapid decay of the short-lived 4P state to the
1S ground state release photoelectrons from the
graphite-coated innerwalls of the detectors, which
are counted by two channel electron multipliers,
CEM1 and CEM2; the output of these multipliers
is our signal.

Doppler shift

The mean thermal velocity of atoms in our cryo-
genic beam is about 300 m/s, 10 times smaller
than in previous experiments. In addition, a high
level of compensation of the first-order Doppler
shift is achieved by using an active fiber-based
retroreflector specifically developed for this ex-
periment (36). The transition is driven by two
phase-retracing antiparallel laser beams, leading
to Doppler shifts of opposite sign and equal am-
plitude for atoms being excited by the respective
beams. To verify this scheme, we probe atomic
samples with mean velocities ranging from 295
down to 85m/s. These low velocities are achieved
by quickly switching off the 1S-2S excitation light
at 243 nm and letting the fastest 2S atoms escape
before acquiring data (time-of-flight resolved de-
tection scheme). Any residual first-order Doppler
shift can be constrained by extracting the rate of
change of the observed transition frequency with
the mean velocity of the atoms interrogated for
each delay time. We extract this Doppler slope
from the same data used to determine the tran-
sition frequencies presented here and find it to
be compatible with zero for each transition after
averaging all our data. The corresponding fre-
quency uncertainty is found by multiplying the
Doppler slopewith themean velocity of all atoms
interrogated, 240 m/s, giving an uncertainty of
2.9 and 2.8 kHz for the 2S-4P1/2 and the 2S-4P3/2
transitions, respectively. The two antiparallel laser
beams weakly couple different momentum eigen-
states of the 2S atoms and can drive Raman
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Fig. 3. Experimental apparatus (not to scale). A preparation laser at 243 nm is used to excite
hydrogen atoms that emerge from the cold copper nozzle (5.8 K) from the ground state to the 2S state.
The 2S-4P transition is driven with the spectroscopy laser at 486 nm. This laser is coupled to an
active fiber-based retroreflector [consisting of polarization-maintaining (PM) fiber, collimator, and high-
reflectivity (HR) mirror] oriented perpendicular to the atomic beam; this setup provides a large
suppression of the first-order Doppler effect (36). In the dark phases of the chopper wheel, Lyman-g
fluorescence photons (g) emitted upon the rapid 4P→1S decay are detected via photoelectrons (e−)
by channel electron multipliers CEM1 and CEM2. The two detectors are separated by a vertical wall
along the direction of the 486-nm light propagation. The 2S-4P excitation region is shielded from
stray electric fields (with dedicated meshes) and magnetic fields (with magnetic shielding, not
shown), resulting in stray fields below 0.6 V/m and 1 mG, respectively (17). The blue double-sided
arrow labeled

→
E indicates the electric field of the 486-nm spectroscopy laser with orientation qL

against the horizontal.
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transitions between them. Because the coupling
is detuning dependent, it can lead to small line
shifts, which we evaluate with an auxiliary OBE
simulation that takes into account the recoil of
the atoms. For our atomic beam geometry and
excitation rates, this light force shift is found
to be below 0.5 kHz for both transitions mea-
sured (17).
Although the laser beam configuration resem-

bles the well-known saturated absorption con-
figuration, the characteristic dip in the line shape
expected for this configuration is not present
here because the Doppler width of the atomic
beam closely matches the natural line width of
the 2S-4P transition and we work in the low-
saturation regime.

Observation of quantum interference
line shifts

Figure 4 shows the effects of quantum interfer-
ence line distortions for the 2S-4P1/2 and 2S-4P3/2
transitions. Data were acquired at different ori-
entations qL of the linear laser polarization (see
Fig. 3) and thus for different orientations of the
induced atomic dipole relative to the field of view
of the detectors. The data set consists of a total
number of 22,928 and 25,064 individual reso-
nances for the 2S-4P1/2 and 2S-4P3/2 transitions,
respectively, with varying amounts of resonances
recorded per qL setting.

By using the Voigt approximation (h = 0 in
Eq. 5) as line shape model, a qL dependence of
the extracted resonance frequency is observed
for both transitions and detectors (Fig. 4, A and
B). The amplitudes of the shift of 40 and 20 kHz
for the 2S-4P1/2 and 2S-4P3/2 transitions, respec-
tively, are much larger than the proton radius
discrepancy of 8.9 kHz. Although averaging
over qL reduces the shift, it does not average to
zero and a significant shift of 6:8 and –3.0 kHz
remains for the two transitions, respectively, as
determined from our simulation. As expected
from Eq. 4, the shifts of the two mutually per-
turbing transitions are of opposite signs; as ex-
pected from the symmetry of the experimental
geometry, exchanging the two detectors corre-
sponds to mirroring the laser polarization about
the vertical (qL = 90°). The behavior is well
reproduced by our simulation (dashed lines in
Fig. 4), confirming that the detection geometry
has been correctly taken into account. This is a
direct observation of a quantum interference line
shift in the regime of large separation between
the atomic resonances (D/G > 100); for the un-
resolved D2 lines in lithium (D/G ≈ 1), similar
effects have been observed before (29, 37).
Fitting the resonances with the Fano-Voigt

line shape, on the other hand, removes the qL
dependence (Fig. 4, C and D), with the geom-
etry dependence now absorbed in the asym-

metry parameter h. The residual amplitudes
(Ares, dotted lines in Fig. 4) of possible remaining
quantum interference shifts are determined by
fitting a parametrized version of our simulation
to the data and are found to be well compatible
with zero, except for a 3.2(1.2) kHz effect for the
CEM1 data of the 2S-4P1/2 transition. When av-
eraging over qL and both detectors to determine
the 2S-4P1/2 and 2S-4P3/2 transition frequencies,
this results in insignificant residual shifts of 0.3(3)
and 0.0(3) kHz, respectively (17). Because the
Doppler shift uncertainty on the order of 10 kHz
per point is correlated between the two line shape
models, it is not included in the error bars shown
in Fig. 4 to highlight the difference between the
models. When including the Doppler shift and
systematic uncertainties (red-shaded area in
Fig. 4), we see only a small scatter of the data
points, with the notable exception of the points
for 0° and 90° for the 2S-4P1/2 transition. These
points were taken during the first two days of
the measurement where the larger observed line
width suggests a slight misalignment between
the 2S-4P excitation laser and the atomic beam.
However, discarding these data would only shift
the final result (Eq. 9) by an insignificant 0.3 kHz.

2S-4P absolute transition frequency

Having removed the influence of quantum inter-
ference by using the Fano-Voigt line shape, we
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Fig. 4. Observation of quantum interference. Shown are apparent
line shifts caused by quantum interference (A and B) and their
suppression (C and D). Observed line centers of the 2S-4P1/2 (A) and
2S-4P3/2 (B) transitions determined with symmetric Voigt fits show
a dependence on the direction of the linear laser polarization qL with an
amplitude of up to 40 kHz in our geometry. Our numerical simulation
(dashed lines) reproduces this behavior very well (17). Using the Fano-Voigt

line shape (Eq. 5) removes the qL dependence (C) and (D). Blue and
green symbols indicate data recorded with CEM1 and CEM2, respectively
(see Fig. 3). Error bars indicate the statistical uncertainty only. The red-
shaded areas (17) show the weighted mean of both detectors, including
the final uncertainty dominated by the Doppler shift uncertainty. The
dotted lines show an estimate of possible remaining line shifts with
amplitude Ares.
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can now give the unperturbed transition fre-
quencies by averaging over the different laser
polarization settings and both detectors. The
laser frequency has been determined with a fre-
quency comb linked to a Global Positioning Sys-
tem (GPS)–referenced hydrogen maser. For the
transition frequencies from the2SF¼0

1=2 state to the
4PF¼1

1=2 state (n1/2) and the 4PF¼1
3=2 state (n3/2), we

find

n1=2 ¼ 616520152555:1ð3:0ÞkHz ð6Þ

n3=2 ¼ 616521519990:8ð3:0ÞkHz ð7Þ

where the given uncertainties include both sta-
tistical and systematic uncertainties and are dom-
inated by the Doppler shift uncertainty. This
result corresponds to an improvement of a factor
of 4.9 and 3.3 in uncertainty, respectively, com-
pared to the previous best measurements of the
2S-4P1/2 and 2S-4P3/2 transitions (16). The values
in Eqs. 6 and 7 have been corrected for the recoil
shift of 837.23 kHz. Details of the data analysis
and a list of corrections and uncertainties are
given in (17) (see table S2).
We subtract v1/2 from v3/2 to obtain the 4P fine

structure splitting DnexpFS (4P) between the 4PF¼1
1=2

and the 4PF¼1
3=2 states (17) (see table S3)

DnexpFS ð4PÞ ¼ 1367435:7ð4:3ÞkHz ð8Þ

The fine structure splitting is essentially free from
finite-size corrections and can therefore be cal-
culated very precisely (38), yielding DntheoFS ð4PÞ =
1367433.3(3) kHz.With a difference of 2.4 (4.3) kHz,
our experimental result is in excellent agree-
ment with the theoretical value. Furthermore,
it represents the most accurately determined fine
structure splitting in H inferred from an optical
transition frequency measurement.

Even more importantly, because any shifts
caused by quantum interference will be of op-
posite signs for the two resonances, the com-
parison of DnexpFS ð4PÞ and DntheoFS ð4PÞ provides a
sensitive measure for residual quantum inter-
ference shifts and an independent test of the
internal consistency of our data analysis. If not
accounted for, the quantum interference line
shifts would lead to a discrepancy of about 10 kHz
between DnexpFS ð4PÞ and DntheoFS ð4PÞ in our mea-
surement, when the signal is averaged over all
polarization angles and both detectors. To in-
crease the sensitivity of this test further, one
can compare data for laser polarizations where
the line shifts are largest, e.g., at qL ≈ 110° for
CEM2. Here, the difference of the splitting to
the theory value is 10.0(16.9) kHz, after the
Fano-Voigt line shape has compensated for an
~70-kHz shift.
To make use of the fact that the quantum

interference effects, including those not com-
pensated for by the Fano-Voigt line shape and
accounted for by small model corrections, shift
the two resonances in opposite directions, it is
advantageous to determine the transition fre-
quency from the 2S hyperfine centroid to the 4P
fine structure centroid [i.e., the centroid of the
hyperfine centroids; see eq. S16 in (17)] using
Eqs. 6 and 7

n2S�4P ¼ 616520931626:8ð2:3ÞkHz ð9Þ

With this combination, themodel correction and
the upper limit on possible residual line shifts
caused by quantum interference are reduced to
a negligible 0.1(1) and 0.2 kHz, respectively. The
final measurement uncertainty of 2.3 kHz is
four times smaller than the proton radius dis-
crepancy for the 2S-4P transition. The uncer-
tainty is dominated by the first-order Doppler
shift uncertainty, given by the weighted average

of the corresponding uncorrelated uncertainties
for the 2S-4P1/2 and 2S-4P3/2 transitions. A list
of the corrections applied and the contributions
to the total uncertainty is given in Table 1.

Rydberg constant and proton
charge radius

Following (3), we combine Eq. 9 with our pre-
vious measurement of the 1S-2S transition fre-
quency (1, 2) to determine the value pair [R∞, rp]
using Eq. 1

R1 = 10973731.568076(96) m–1 (10)

rp = 0.8335(95) fm (11)

providing the most accurate determination of
these values from H spectroscopy with uncer-
tainties equivalent to the aggregate H world
data. We find good agreement with the µp value
(4, 5), but a discrepancy of 3.3 combined stan-
dard deviations to the H world data (see Fig. 1)
for both R1 and rp. Our new value for R1 also
agrees with the one obtained from the combina-
tion of the muonic deuterium measurement (13)
and the 1S-2S transition frequency in electronic
deuterium (39).
Previous H experiments almost exclusively used

the depletion of the 2S initial state population to
detect 2S-nl excitations in a number of different
detection geometries. These schemes are gener-
ally much less prone to the effects of quantum
interference. This advantage, however, comes at
the price of a considerably reduced signal-to-noise
ratio (compared to our fluorescence-detection
scheme), which makes the identification and
study of small systematic shifts much more dif-
ficult. Averaging results from various sources
(i.e., geometries) may further be expected to
cancel the potential residual shifts caused by
quantum interference to some extent so that it
seems rather unlikely that this effect can explain
the observed discrepancy with the H world data.
The discrepancy of the results in this workwith

the H world data limits the precision of tests of
bound-state QED. Provided that QED calcula-
tions are correct, new experiments with improved
accuracy will help to understand the discrep-
ancy. Several of such experiments using various
approaches are currently under way (40–48). The
tools developed in this work for 2S-4P spectros-
copy can now be applied to other 2S-nP transi-
tions to provide additional experimental data.
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