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Two-photon frequency comb spectroscopy
of atomic hydrogen
Alexey Grinin1*, Arthur Matveev1, Dylan C. Yost1†, Lothar Maisenbacher1, Vitaly Wirthl1,
Randolf Pohl1‡, Theodor W. Hänsch1,2, Thomas Udem1,2

We have performed two-photon ultraviolet direct frequency comb spectroscopy on the 1S-3S transition
in atomic hydrogen to illuminate the so-called proton radius puzzle and to demonstrate the potential
of this method. The proton radius puzzle is a significant discrepancy between data obtained with
muonic hydrogen and regular atomic hydrogen that could not be explained within the framework
of quantum electrodynamics. By combining our result [f1S-3S = 2,922,743,278,665.79(72) kilohertz]
with a previous measurement of the 1S-2S transition frequency, we obtained new values for the
Rydberg constant [R∞ = 10,973,731.568226(38) per meter] and the proton charge radius [rp = 0.8482(38)
femtometers]. This result favors the muonic value over the world-average data as presented by the
most recent published CODATA 2014 adjustment.

Q
uantum electrodynamics (QED) is wide-
ly considered to be the most developed
fundamental theory. It served as the
blueprint for other quantum field the-
ories and is capable of predicting the

energy levels of atomic hydrogen and the elec-
tron g-factor with an accuracy of 12 digits. It is
of fundamental interest to experimentally ver-
ify all of these digits or to discover tiny dis-
crepancies that may lead to new physics.
The QED theory for the energy levels of

atomic hydrogen can be cast in the form
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with n, ‘ and j being the principle quantum
number and the orbital and total angular
momentum, respectively. The well-known
leading term is obtained from both the Bohr
and Schrödinger theories. The function fn,‘, j
is a lengthy but mostly analytic expression
(1) that depends, among other things, on the
fine structure constant a and the electron-
to-proton mass ratio me/mp. These constants
can be obtained with sufficient accuracy from
other experiments where they do not merely
represent a correction to a much larger term
(2, 3). The last term is a small but important
correction to S-states owing to the finite root-
mean-square (RMS) charge radius of the pro-

ton rp. To convert to SI units (International
System of Units) used in the experiment, the
full theory expression needs to be multiplied
by the Rydberg energy, chR∞.
By accurately measuring transition frequen-

cies, i.e., differences of energy levels, values for
R∞ and rp can be obtained simply by treating
them as parameters and adjusting their values
to match the experimental observations. Two
measured transition frequencies are required
to determine the values of the two parameters,
and the second most accurate measurement
sets the limit on the uncertainty of R∞ and rp.
If QED, its usage, and the experiments are all
correct, a self-consistent set of the parameter
values is expected when using all available
measured transition frequencies (4). However,
a serious discrepancy to existing hydrogen
data was found when high-resolution laser
spectroscopy on muonic hydrogen first be-

came possible (5). This exotic atom is analo-
gous to regular atomic hydrogen, but with the
electron replaced by its heavier, short-lived
sibling, the muon. Its energy levels should
obey the same QED formalism but with an
approximately four orders ofmagnitude larger
coefficient CNS and a corresponding increased
sensitivity to rp. A discrepancy of four stan-
dard deviations (4s) was found when com-
paring rp obtained in this way with the values
obtained from regular atomic hydrogen. This
fact has motivated additional high-precision
spectroscopy of atomic hydrogen (6–8). These
more recentmeasurements are discussed below.
The proton charge radius can also be ob-

tained from electron-proton scattering with
results that either support the muonic value
(9, 10) or elevate the discrepancy associated
with the proton radius puzzle (1). Because
there is no QED expression like Eq. 1 for the
proton charge distribution, electron scatter-
ing data cannot directly contribute to testing
QED. Using consistent scattering data could
improve the values of R∞ and rp. However,
here we are less interested in these values
and more interested in checking for consis-
tency of their QED-dependent determinations.
We report a measurement that considerably

reduces the uncertainty of the 1S-3S transition
frequency, which is the second most precisely
known transition frequency in atomic hydro-
gen. It is surpassed only by the 1S-2S transition
(11), which has a natural line width that is sev-
eral orders of magnitude smaller than any
other relevant transition in atomic hydrogen.
We have substantially reduced the system-
atic uncertainties and required corrections by
using a cold atomic beam and by utilizing the
advantages of the direct frequency comb tech-
nique. An almost shot noise limited statistical
uncertainty of only 110 Hz has been obtained
with small systematic effects whose com-
pensation does not critically rely on model
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Fig. 1. Proton charge radius
measurements. The proton
charge radius measurements
(bottom axis), as obtained from
various experiments, partially
disagree, preventing a verifica-
tion of quantum electrodynamics
at the level of experimental
uncertainties. Combining the
1S-2S and the 1S-3S (this work)
transition frequencies in atomic
hydrogen gives a significantly
smaller value than the previous
world data [H-world (2014)] obtained by using all hydrogen measurements (15 lines) available for the
most recent published CODATA 2014 adjustment [Adj #8, table XXIX in (1)]. In contrast, a recent continuous
wave measurement of the 1S-3S transition frequency [1S-3S (Paris)] (7) confirms the CODATA value. Our
result is in reasonable agreement with a value derived from the previous 2S-4P measurement (6), with a
radio frequency measurement of the 2S-2P transition (8), and with the value obtained from muonic hydrogen
(32). Because of the strong correlation (98.91%) between R∞ and rp, the data can also be displayed in
terms of the Rydberg constant (same graph, upper axis).
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assumptions. In addition, we used the simple
Lorentzian line shape model and found the
line center within 10−3 of the linewidth, which
is a rather moderate value.
With this experiment, we also demonstrate

high-resolution laser spectroscopy with a har-
monic frequency comb in the ultraviolet region.
The associated short pulses of the frequency
comb make the harmonic generation process
in crystals and gas targetsmore efficient, while
avoiding the photorefractive effect (12). In the
future, this method may allow precision spec-
troscopy at even shorter unexploredwavelength
regions using high harmonic generation—
hopefully enabling high-resolution laser spec-
troscopy of hydrogen-like ions (13).
Combining the results for the 1S-3S and the

1S-2S transitions, we extracted values for the
Rydberg constant R∞ and the proton charge
radius rp. These new values are two times more
accurate than the ones obtained from all pre-
vious hydrogen data combined. By using only
two measurements to determine two constants
(treated as parameters), nothing can be said
about the validity of QED. It does not matter
whether we use the Rydberg constant or the
proton charge radius for a consistency check, be-
cause the values of these parameters are strongly
correlated through Eq. 1. This work favors the
data from muonic hydrogen and a recently im-
provedmeasurement of the 2S-2P Lamb shift in
regular hydrogen (8). Further, our value is in
good agreementwith a recentmeasurement of
the 2S-4P interval (6) but disagrees by 2.9s with
the hydrogen world data obtained by CODATA
2014 (1). Figure 1 summarizes the situation.

Two-photon direct frequency comb spectroscopy

An optical frequency comb is a regularly spaced
array of laser frequencies wn = nwr + w0 that
is readily generated with a mode-locked laser

(14). The pulse repetition rate, wr, is around
2p × 315.2 MHz, and the offset frequency, w0,
is always smaller than wr. The integer n la-
bels the ≈3000 laser lines (or modes) around
n ≈ 1.16 × 106. During the measurements, the
frequency of one of the laser modes and the
exact repetition rate were constantly recorded
with the help of a second, self-referenced fre-
quency comb (“fs–frequency comb” in Fig. 2)
(15) and a radio frequency counter, respectively.
Both were referenced to a global positioning
system (GPS)–disciplined hydrogen maser.
Our spectrometer is sketched in Fig. 2 and

described inmore detail in (16–18). Briefly, the
carrier frequency of a mode-locked titanium:
sapphire laser (78.8 MHz, 1.3 ps, 2.8 W) was
doubled in an enhancement resonator with
half the optical length of the laser resonator.
This arrangement also doubled the repetition
rate. After a second doubling stage that left
the repetition rate constant, we obtained up to
50 mW of 205-nm radiation with a full width
halfmaximum(FWHM)pulse duration of 2.0 ps
(18). A delay line generated s+/s− circular-
polarized double pulses that met twice per
round trip at the center of the enhancement
cavity housed in a vacuum chamber. This dou-
bled the repetition rate oncemore to 315.2MHz.
Our general effort to produce a high repetition
rate, both through the doubling stages and
with the use of the delay line, led to a relatively
short two-mirror enhancement cavity that sup-
ported two counterpropagating pulses. Our
choice of polarization avoided loss of power
in the delay line and reduced the excitation of
the 1S-3D transitions relative to the 1S-3S tran-
sitions. The time-averaged circulating power in
this cavity was ~60 mW per propagation direc-
tion with a beam radius at the focus of w0 =
80 mm. Hydrogen atoms were produced by dis-
sociation of hydrogen molecules in a radio fre-

quency discharge tube, which were then guided
through a Teflon tube to a cryogenic copper
nozzle. In this nozzle, they thermalized and
escaped into the vacuum through two adjacent
holes. Some of the atoms made it into the cigar-
shaped laser pulse collision volume (PCV) and
were excited to the 3S state, from which they
decayed within 0.16 ms to the 2P state, releasing
a detectable 656-nm Balmer–a photon (Fig. 3).
To drive a two-photon transition with a fre-

quency comb, the photon energies associated
with the laser modes add up pairwise to pro-
duce the transition energy ℏweg (19). By tuning
wr such that a particular comb mode wn cor-
responds to half the transition frequency, all
mode pairs m that satisfy the relation weg =
wn−m + wn+m contribute to the excitation rate.
This is sketched on the left-hand side of Fig. 2.
The two-photon resonance condition is also
satisfied when the transition occurs exactly
between two combmodes. Therefore, the spec-
troscopic signal repeats with the repetition rate
when measured at the atomic frequency. All
transitions accessible with the spectral band-
width of the comb are observed to be convo-
luted within the range of wr.
An important feature of two-photon spec-

troscopy is that the first-order Doppler effect
is suppressed when the atom absorbs a pair
of counterpropagating photons. This can take
place only within the PCV, where the excita-
tion paths (shown in Fig. 2) add constructively.
Outside the PCV, only Doppler-broadened
absorption of two photons from either side
takes place. The transitionmatrix elements for
all four combinations of absorbed photon di-
rections are the same butmust be weighted by
the number of atoms in the proper velocity
class for Doppler-broadened absorption and
by appropriately accounting for the polariza-
tion and the hyperfine structure (20).
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Fig. 2. Principle and experimen-
tal setup for two-photon
direct frequency comb
spectroscopy. (A) Spectral
envelope of the frequency comb
with repetition rate wr (not to
scale) tuned to excite a two-
photon transition between jgi and
jei at the frequency weg. On
resonance, pairwise addition of
properly phased modes provides
an efficient excitation of the
atoms. (B) A mode-locked
titanium sapphire laser (78.8 MHz,
1.3 ps, 2.8 W) is referenced to a
transfer laser that is itself locked to an ultrastable cavity and referenced to a femtosecond-frequency comb. This frequency comb is then frequency quadrupled
in two successive intracavity doubling stages to generate a deep ultraviolet frequency comb at 205 nm. The optical cavities used for frequency doubling are built
with half the length of the fundamental laser cavity, which effectively doubles the repetition rate of the quadrupled frequency comb to 157.6 MHz. The pulse train
is then sent to a beam splitter and delay line used to generate counterpropagating pulses within a final enhancement cavity where the hydrogen spectroscopy
takes place. PM, power meter; FC, fiber coupler; FSR, free spectral range; PDH, Pound-Drever-Hall stabilization (33); ECDL, extended cavity diode laser; SHG, second-
harmonic generation; LBO/BBO, lithium triborate and b–barium borate crystals; PD, photodetector.
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Two-photon direct comb spectroscopy
is not fully free of the first-order Doppler ef-
fect. In the frequency domain, the contrib-
uting mode pairs do not have exactly the
same frequencies and, thus, do not have
exactly opposite Doppler shifts. However, for
each pair m there is a pair −m such that the
Doppler shift is balanced provided that the
spectral envelopes of the counterpropagat-
ing pulses are identical. This condition is best
fulfilled within an enhancement resonator.
As a result, the Doppler effect only broadens
the line but does not shift it. In the time do-
main, this broadening is understood as time-
of-flight broadening. Atoms with the most
probable thermal velocity of v0 = 340 m/s
contribute the most to the signal at 7 K [see
the supplementary materials (SM)]. When
traveling along the laser beam axis, the
time-of-flight broadening amounts toDw ¼
8lnð2Þv0=cT1=2 ¼ 2p� 500 kHz. By using a
pulse duration (FWHM) of T1/2 = 2 ps, we
adapt the lengths of the PCV cT1/2 such that
we reach the natural line width of 1.0 MHz
despite the 148 GHz wide spectral envelope
of the comb (see SM).

The frequency comb in this application is,
in many ways, equivalent to a continuous
laser—the laser-limited line width is given
by the width of a single comb mode rather
than by the spectral envelope of the comb,
while the line strength is given by the total
power of all modes (21). Similarly, the AC-
Stark shift derives from the time-averaged
laser intensity rather than from the much
larger peak intensity (22). Two-photon direct
comb spectroscopy offers several advantages,
such as access to shorter wavelengths through
more efficient nonlinear processes. The small
PCV allows for better control over several sys-
tematic effects and makes light collection sim-
ple and efficient. In addition, the small PCV
allows for good shielding from stray electric
and magnetic fields that would otherwise be
challenging to compensate over a larger exci-
tation volume. Moreover, the distance of the
PCV from the nozzle can be varied to control
the atomic density in a definedway to determine
the pressure shift, keeping the inhomogene-
ities of the fields and pressure small. Although
Doppler-free excitation takes place onlywithin
the PCV, Doppler-broadened fluorescence can

be collected separately outside of the PCV.
This signal is almost independent of the laser
frequency and can be used to normalize fluc-
tuations of laser power and atomic flux. By
utilizing this feature, we could reach an almost
shot-noise limited statistics (see SM). Figure 3
shows a close look at the PCV (red region)
together with the shields and the detection
optics that have been left out of Fig. 2. Figure 4
shows a typical line scan obtained with this
spectrometer.

Data analysis and systematics

Our dataset consists of i = 1…4450 line scans
like the one shown in the inset of Fig. 4, each
of ≈36 sec duration. A large fraction of the
data (2020 line scans) have been recorded
with a nozzle temperature of 7 K. As a first
step of the evaluation, we fit Lorentzians to
the normalized signal to find the line widths,
amplitudes, constant offsets, and the center
frequencies fj,i for the three detectors ( j = 1…3).
The statistical uncertainties of the center fre-
quencies sj,i( f ) are dominated by shot noise.
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Fig. 3. Spectroscopy setup. The pulse collision volume (PCV; shown in red here and in Fig. 2) resembles
an ellipsoid with semi-axes w0 = 80 mm and cT1/2 = 600 mm. It is surrounded by a Faraday cage made
of a highly transmissive mesh and two end-cap electrodes. In the actual apparatus, the end caps cover a
much larger surface around the PCV but are drawn as thin rings here for clarity. Using the quadratic
DC-Stark shift, we can put tight limits on stray electric fields by applying voltages to the cage in all three
directions and determining the minima of the resulting line shifts. Four lenses image the fluorescence
from the whole PCV and its ends to multimode fibers (1 mm and 600 mm diameter) that guide the light
through interference filters onto three independent single-photon counting modules: one main detector
( j = 1) and two auxiliary detectors ( j = 2, 3). With this arrangement, we can interpolate the chirp-induced
residual first-order Doppler shift (CIFODS). At the other side of the nozzle, the Doppler-broadened signal
is collected with four bare fibers of 1 mm core diameter that are in close proximity to the laser and
atomic beam. As the Doppler-broadening is well in excess of the mode spacing, this signal is independent
of the laser frequency and used for normalization. In this way, we remove substantial fluctuations of
the laser power and the atom number flux. Because the Doppler-free and the Doppler-broadened signals
scale in the same way with laser power, the normalized line amplitudes can be used as a measure
of the atomic flux.

Fig. 4. Line components. Multiple 1S-3S/D two-
photon transitions folded with the frequency comb
so that the separation of the line components
appears modulo wr = 2p × 315.2 MHz. By operating
a well-chosen wr and with circular polarization, we
obtain a well-isolated 1S(F=1)–3S(F=1) component.
Other components that are allowed by the selection
rules are: a, 1S(F=1)–3D5/2; b, 1S(F=0)–3D3/2(F=2);
c, 1S(F=0)–3D5/2(F=2); d, 1S(F=1)–3D3/2;
e, 1S(F=0)–3S(F=0). The hyperfine splitting of the
3D states is smaller than the natural line width and
thus unresolved. The baseline offset is from the
Doppler-broadened absorption of two copropagating
photons. The inset shows an average of five line
scans (3 min) within ±4 MHz of the main component,
normalized to the Doppler-broadened signal,
together with a Lorentzian fit. The sampling of
the frequency axis was chosen to yield an
approximately equidistant spacing on the signal
axis to maximize the sensitivity to the center
frequency per unit of measurement time. The line
pulling by other 1S-3D lines and others (not
visible) is negligible and discussed in detail in
the SM. The detuning in this graph is measured at
the atomic frequency, i.e., around the frequency
given in Eq. 4. a.u., arbitrary units.
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A small amount of excess noise is well ex-
plained by limitations of the normalization
procedure and is taken into account as de-
scribed in the SM. The lines recorded with
the downstream detector ( j = 2) at the lowest
nozzle temperatures show the smallest time-
of-flight broadening and reach the natural line
width (see SM for details).
A systematic frequency shift that is intrin-

sic to the two-photon pulsed excitation of an
atomic beam arises owing to a possible chirp
of the laser frequency. To illustrate this effect,
we consider Gaussian pulses counterpropa-
gating along the ±z axis with a linear fre-
quency chirp

ETðtÞ ¼ E0e
�ð1þibÞðtTz=cÞ2=t2�iwct ð2Þ

Here, wc is the carrier frequency, b is the
chirp parameter, and the FWHM pulse du-
ration is given by T1=2 ¼ t

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2lnð2Þp

. The
Doppler-free complex Rabi frequency of
this transition is proportional toEþðtÞE�ðtÞ ¼
E2
0e

�2ð1þibÞðt2þz2=c2Þ=t2�i2wct, where the fast os-
cillating carrier drops out within the usual
rotating wave approximation. Any remaining
time-dependent phase can translate into a fre-
quency shift. This does not apply to the first
phase term in the exponent, because in a re-
petitive pulse train, it merely leads to a pe-
riodic phase modulation without affecting the
comb structure. The second phase term, how-
ever, acquires a time dependence with the
changing position of the atom and leads to an
instantaneous position-dependent frequency
shift of 4bzvz/c

2t2. With its dependence on
velocity vz, this frequency shift appears as
a residual chirp-induced first-order Doppler
shift (CIFODS) (16). In practice, the CIFODS
is largely reduced because atoms are probed
at positions of positive and negative z [in an
isotropic gas sample also with both signs of vz
(23, 24)]. However, as illustrated in Fig. 5, the
divergence of the atomic beam leads to an
imbalance of density andhence to an imbalance
of the signals received from either ends of the
PCV. Assuming the distance d of the PCV to
the emerging point of the atomic beam is large
compared to the dimensions of the PCV, the
resultingCIFODS is estimated to beDw ≈−bv0/d.
From the experimental data, we obtain a mean
of hbi = −0.119 with a substantially larger var-
iation between the line scans. Data has been
taken with d = 19.1(1) mm and d = 27.1(1) mm,
so that the mean CIFODS is estimated to
0.34 kHz with v0 = 340 m/s. A more detailed
discussion is given in the SM and in (16).
Although the pulses from the laser had a

negative chirp, the frequency-doubling stages
introduced a positive chirp, mainly through
self-phase modulation (25). Experimentally,
we can vary the latter contribution by chang-
ing the crystal position along the focused
laser beam. Unfortunately, standard meth-

ods such as frequency-resolved optical gat-
ing (FROG) cannot provide reliable values for
small chirp parameters of picosecond pulses.
In addition, the above arguments that lead to
the CIFODS are based on a largely simplified
model. However, under quite general assump-
tions, the CIFODS is an antisymmetric function
of the position z relative to the center of the PCV.
We use the position dependence of the CIFODS
to measure and compensate for it. To this end,
we collected light from different parts of the
PCV (Fig. 3). The main detector j = 1 showed
a small sensitivity to CIFODS, because it aver-
aged the signal over the entire PCV. In contrast,
the auxiliary detectors ( j = 2, 3) that pointed at
the ends of the PCV were maximally sensi-
tive to CIFODS with opposite signs and hence
provide a sensitive probe. CIFODS can be
shown to be linear in the chirp parameter for
any chirp function, as long as it is given by a
single parameter (see SM). Therefore we can
write fj,i = f0 +ajbi, where fj,i is the measured
frequency of the i-th scan with chirp param-
eter bi by the j-th detector. This frequency is
shifted from the unaffected transition fre-
quency f0 by an amount that is proportional
to the chirp parameter bi, which is unknown
but assumed to be constant during a line scan.
The CIFODS sensitivities aj are geometry de-
pendent and therefore insufficiently known,
but fixed. In principle, the aj can be determined

through simulations, which include the geome-
try of the detectors and the beam divergence.
The expressions for the three detectors may
be combined to f1,i = f0 + kDS( f2,i − f3,i), where
kDS ¼ a1=ða2 � a3Þ, ja1j ≪ ja2j, and a2 ≈�a3.
The unperturbed frequency f0 can then be
obtained by making a linear fit of the mea-
sured frequencies of the main detector, f1,i,
versus the difference frequency obtained with
the two auxiliary detectors, f2,i − f3,i. The de-
termination of the chirp parameters is not re-
quired, nor do we need to know the geometry,
i.e., aj. Because our data cover both signs of
b, we could interpolate to the proper transi-
tion frequency. Note that, for a similar dataset,
interpolation is more accurate and reliable
than extrapolation.
Similarly to the CIFODS interpolation, we

extrapolate the AC-Stark shift by adding a term
kACPi, where Pi are the scan-averaged cavity-
transmitted laser powers (see “PM” in Fig. 2).
Nonlinear effects due to saturation and ioniza-
tionwere negligible (<1Hz) at the power levels
used.Under average experimental conditions, the
AC-Stark effect shifts the resonance by 4.6 kHz.
An additional systematic shift is the pres-

sure shift, which is due to collisions within
the atomic beam and with the residual back-
ground gas. Because the latter was estimated
to be negligible (see SM), we determined the
effects of the intrabeam collisions by taking
advantage of the small excitation volume. By
changing the PCV-to-nozzle distance, we can
vary the density of atoms and molecules by
about a factor of 2. The properly normalized
and scaled line amplitudes (see SM for details),
Ai, were used to measure the local density of
atoms independently of the other fluctuations
such as laser power variations. We introduce
another term, kPSAi, to extrapolate the pres-
sure shift.
The final and somewhat larger systematic

shift is due to the second-order Doppler (SOD)
effect, which is given by –(v/2c)2 in relative
units for an atom at a velocity v. We estimate
this shift to be –2.9 kHz at a nozzle temper-
ature of T = 7 K by computing the average
squared velocity of �v2 ¼ ð416 m=sÞ2 for atoms
with the largest contribution to the signal (see
SM). Because �v2 e T , the SOD is expected to
be linear with the nozzle temperature. For a
thermal atomic beam at room temperature,
the SOD shift would be about −79 kHz in our
geometry. The motional Stark effect can be
used to compensate for this rather large shift
(26). In our case, we instead took data at a
wide range of temperatures and introduced
another parameter, kSOD, that modeled the
SOD shift to be linear in temperature.
In total, we adjusted

f1;i ¼ f0 þ kDSð f2;i � f3;iÞ þ kSODTi þ
kACPi þ kPSAi ð3Þ
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Fig. 5. Principle of the chirp-induced residual
first-order Doppler shift. Two chirped counter-
propagating pulses with carrier frequency wc

(sketched spatially separated for clarity) meet
within the pulse collision volume, where they drive a
two-photon transition in an atom that moves parallel
to the z axis with a velocity vz. The instantaneous
frequency shifts at the edges of the pulses are
±2bvzz/c

2t 2 at positions ±z, with the chirp
parameter b and with the value of the shift doubling
for a two-photon transition. For the Doppler shift,
the velocity has to be measured relative to the pulse
propagation direction. The shifts cancel for atoms
that travel exactly parallel to the z axis. In a
divergent atomic beam, however, this cancellation
is no longer perfect, and the CIFODS might be
estimated by integrating over z with a weight given
by the square of the magnitude of the Rabi
frequency º expð�4ðz� dÞ2=c2t2� with distance d
between the PCV and the emerging point of the
atomic beam. This results in Dw ≈ −bv/d.
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to the experimental data ( fj,i, Ti, Pi, and Ai)
weighted by their uncertainties and corre-
lations, by adjusting the parameters kDS, kSOD,
kAC, kPS, and f0. As discussed earlier, we believe
that the CIFODS compensation is very robust.
On the basis of simple perturbation theory,
the AC-Stark shift is expected to be linear.
The pressure shift was less well controlled, but
it is the smallest of the shifts compensated
by fitting Eq. 3. The effective SOD shift, even
at low temperatures, required the second largest
correction. In addition, linearity with temper-
ature may be compromised by the complex
velocity-dependent excitation probability and
expected deviations from the Maxwellian ve-
locity distribution. To make sure that we fully
understand this effect to the required level,
we took data at seven different nozzle tem-
peratures. Because a larger SOD requires a
more precise model, we decided to use only
the T ≤ 30 K data in Eq. 3. As shown in Fig. 6,
this fit correctly predicts the data at higher
temperatures. Therefore we are confident that
the linearity assumption holds for the lower
temperatures but take possible deviations
into account by adding temperature-dependent

model uncertainties to the uncertainties of the
measured frequencies f1,i (see SM for details).
Further corrections applied to the transition
frequency, f0, were the DC-Stark shift, the
Zeeman shift, quantum interference line pull-
ing (27, 28), line pulling through other fine-
and hyperfine components, and the maser
calibration (the details are given in the SM).

Rydberg constant and proton charge radius

In all steps of the evaluation, the uncertainties
were propagated, and correlations were taken
into account. All corrections and the error
budget are given in Table 1. After applying
them, we obtain the unperturbed frequency
of the 1S(F=1)–3S(F=1) transition

f1S‐3SðF ¼ 1Þ ¼ 2;922;742;936;716:72ð72Þ kHz

ð4Þ
Subtracting the hyperfine shifts of −341,949,069.6(8)
Hz (29) gives the hyperfine centroid

f1S‐3SðcentroidÞ¼ 2;922;743;278;665:79ð72ÞkHz

ð5Þ

This measurement is in good agreement but
more than 20 times more accurate than our
previous room temperature measurement (16)
and 3.6 times more accurate than a recent
1S-3S room-temperature measurement with
a continuous-wave laser (7). However, it de-
viates by 2.1 combined standard deviations
from the latter. Although the combined stan-
dard deviation of our result from the muonic
value is comparable, the disagreement between
measurements of the same transition frequen-
cy obtained with mutually distinct leading sys-
tematic effects is of a different kind. It does not
disprove QED but points to some further, yet
undiscovered, systematic effects in either (or
both) of these measurements.
We use our result, the measured 1S-2S tran-

sition frequency (11), andQED in form of Eq. 1 to
improve the value for the Rydberg constant

R∞ ¼ 10; 973; 731:568226ð38Þ m�1 ð6Þ

and obtain an independent value for the RMS
proton charge radius

rp ¼ 0:8482ð38Þ fm ð7Þ
In doing so, we have used the collection of
terms provided in (1) as well as the values for
the fine structure constant and the electron-
to-proton mass ratio given there. More accu-
rate values of these constants are available
online (30), but that has no influence on the
results presented here. An update of the theory
(31) changes this result only within a small
fraction of the error bar. The contribution to
the error bar by the theory and other con-
stants to R∞ and rp is 2.2 × 10−6 m−1 and
0.00097 fm, respectively. Our value for the
Rydberg constant is more accurate than the
most recent published CODATA adjustment
(1) but differs by 3.7 combined standard de-
viations from it. It is, however, in agreement
with the latest CODATA value that is so far
available online only (30), without details on
how this value is obtained. Our proton charge
radius disagrees by 2.9 combined standard
deviations from the hydrogen world data as
of 2014 but is in better agreement with the
most recent muonic value (32), a recent mea-
surement of the Lamb shift (8) and the 2S-4P
transition frequency (6) in atomic hydrogen,
as well as a recent result from elastic electron-
proton scattering at very low momentum
transfer (10).
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Fig. 6. Second-order Doppler. Second-order
Doppler shift of the experimental data (black
circles) as a function of the nozzle temperature,
T, after correcting the shifts included in Eq. 3—
i.e., CIFODS (kDS), AC-Stark (kAC), and pressure
shift (kPS). Additional small corrections of
0.57 kHz are listed in Table 1. The error bars
are obtained by assuming detection shot noise
and model uncertainties as described in the
text with the usual error propagation. The blue
region is a linear fit together with its 1s confi-
dence band using the T ≤ 30 K data only. The
inset shows the low-temperature data used for evaluation in greater detail. The observed linearity justifies
the use of Eq. 3. More details are given in the SM.

Table 1. Error budget of the 1S(F=1)–3S(F=1) measurement. All values are given in kilohertz.
The average effect is the weighted mean of all evaluated data and quantifies the applied corrections.
The multiparameter CIFODS (MP CIFODS) is an estimation of the uncertainty that may result from
several independent sources of the laser chirp. This error budget is discussed in detail in the SM.

Contribution Average effect Correction Uncertainty

Statistics — — 0.11
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

CIFODS +0.79 — 0.08
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

SOD −3.20 — 0.26
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

AC-Stark +4.60 — 0.30
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Pressure shift +0.93 — 0.30
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Residual Doppler — — 0.48
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DC-Stark +0.031 −0.031 0.015
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Zeeman shift −0.002 +0.002 0.002
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Line pulling −0.30 +0.30 0.050
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MP CIFODS — — 0.10
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Maser −0.30 +0.30 0.030
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total +0.57 0.72
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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